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Inhibitory control of speech production in 
the human premotor frontal cortex
 

Lingyun Zhao    1,2, Alexander B. Silva    1,2,3,4, G. Lynn Kurteff1 & 
Edward F. Chang    1,2 

Voluntary, flexible stopping of speech output is an essential aspect of speech 
motor control, especially during natural conversations. The cognitive and 
neural mechanisms of speech inhibition are not well understood. Here 
we have recorded direct high-density cortical activity while participants 
engaged in continuous speech production and were visually cued to stop 
speaking. Neural recordings revealed distinct activity in the premotor 
frontal cortex correlated with stopping speech. This activity was found in 
largely separate cortical sites from regions encoding vocal tract articulatory 
movements. Moreover, this activity primarily occurred with abrupt 
stopping in the middle of an utterance, rather than naturally completing a 
phrase. Electrocortical stimulation at many premotor sites with inhibitory 
stop activity caused involuntary speech arrest, which contradicts previous 
clinical interpretations of this effect as evidence for critical centres of 
speech production. Together, these results suggest a previously unknown 
premotor cortical network that supports the inhibitory control of speech, 
providing implications for understanding both natural and altered  
speech production.

Speech production research has primarily focused on studying how 
speech is planned, articulated and maintained1–3, with little focus on 
how it is voluntarily stopped. However, an important aspect of speech 
motor control is to immediately stop speaking4. Speech utterances 
consist of organized structures with complicated articulatory move-
ments, yet they can still be terminated at almost any time4,5. Natural 
conversations often require us to stop speaking before an utterance is 
finished, for example, after interruption by an interlocutor6–8. Certain 
speech and communication disorders involve improper or inadequate 
stopping, such as stuttering9–13 and excessive self-directed speech in 
attention deficit hyperactivity disorder (ADHD)14. The neural basis that 
enables immediate speech stopping remains unclear. In line with the 
focus on planning and maintenance of speech motor commands, it has 
been believed that disengagement of speech motor signals, critical for 
planning and coordinating speech production, underlies immediate 
stopping. Under this framework, neural activity in the premotor and 
motor cortices is expected to diminish during stopping15.

Inhibitory control has been found to mediate many brain functions 
and behaviours in both humans and animals16–18. For example, before 
executing an action, the motor system is engaged in the preparation and 
initiation of the movement. If a stop signal occurs early in time, it will 
quickly suppress the motor output by activating the inhibitory control 
systems in the brain19. Here we hypothesize that stopping ongoing, con-
tinuous speech production is based on inhibitory mechanisms through 
specialized neural signals. Previous studies on inhibitory control have 
identified specific neural pathways that are separate from those that 
control movement initiation and execution. Most studies have focused 
on behaviours that require stopping a simple motor movement before 
it is executed, in the context of response inhibition19. These studies have 
identified a cortico-basal ganglia inhibitory circuit, involving structures 
such as the right inferior frontal cortex (rIFC), pre-supplementary 
motor area (pre-SMA) and several subcortical regions20–26. In this cir
cuit, neural signals originating from the prefrontal cortex are routed 
to the basal ganglia through a so-called ‘hyperdirect pathway’24–26 and 
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were cued and executed speech production and stopping. We aligned 
the neural data to the go cue, speech start and the stop cue, respec-
tively (Fig. 1c). In an example electrode in the premotor part of the 
precentral gyrus, we found that HGA increased during the stopping 
phase of the trial (paired two-sided t-test, false discovery rate (FDR) 
corrected, q = 0.05) (Fig. 1c, top row; details are provided in the 
Methods). A second example electrode in the posterior IFG showed 
sustained activation during production (production activity) and a 
further increase in activity after the stop cue (Fig. 1c, middle row). A 
third example electrode in the precentral gyrus showed increased 
activity during production, but no further activation after the stop 
cue (Fig. 1c, bottom row). We refer to the increased activity after the 
stop cue as stop activity, regardless of whether production activity was 
also present. We also found that some electrodes showed increased 
activity after the go cue (that is, go activity; Extended Data Fig. 2). For 
electrodes showing stop activity, 27% (91 out of 337 electrodes) also 
showed go activity (Extended Data Fig. 2b,d). To identify the specific 
neural signals associated with stopping, beyond those activated by 
a common process following either stop or go cues (such as signals 
reflecting a state change in the task), we define stop electrodes as those 
showing significant stop activity that is also significantly stronger than 
their go activity. We restrict our subsequent analysis to these stop 
electrodes. The existence of stop electrodes suggests an inhibitory 
function of these cortical sites. The inhibitory function may be exclu-
sive to a cortical site, or it can co-localize with other functions, such  
as production.

We observed a similar pattern of stop activity from each partici-
pant, with the location of stop electrodes primarily found in the premo-
tor and prefrontal regions, including the ventral to middle precentral 
gyrus, parts of the IFG, MFG and medial frontal regions (for example, 
pre-SMA; Fig. 1d and Extended Data Fig. 3). The overall anatomical 
areas where stop electrodes were found appeared to be similar to those 
where production activity was found (Fig. 1d), with the most overlap 
in the precentral gyrus (Fig. 1e), but some difference was observed 
in individual brains (Extended Data Fig. 3). To quantify the overlap 
between stop activity and production activity at the level of individual 
electrodes, we compared the magnitude of these activities within indi-
vidual electrodes (Fig. 1f). Most electrodes showed either stop activity 
only (Stop+/Prod−, N = 233) or production activity only (Stop−/Prod+, 
N = 325). A small fraction showed both (Stop+/Prod+, N = 48, 17% of 
all stop electrodes). Accordingly, there is little overlap between stop 
activity and production activity at a fine spatial scale. These results 
indicate there are distinct neural populations in the premotor cortex 
that control inhibition and motor movements during ongoing speech.

Stop activity is specific to early stopping
We asked whether stop activity reflects a volitional control of speech 
stops (that is, early stopping) or whether this activity is also found when 
participants naturally complete their intended speech (that is, natural 
finish). A subset of participants (N = 5) completed the speech stopping 
task and a task in which they spoke aloud natural English sentences30. In 
the sentence reading task (Methods), one sentence was presented on 
the screen in each trial and participants started reading it aloud follow-
ing a go cue. They stopped their speaking whenever they finished the 
sentence and there was no stop cue. We first examined electrodes that 
were classified as Stop+/Prod− in the speech stopping task and found 
electrodes where there was an increase in activity during early stop-
ping, but no change in activity during natural finish, when aligned to 
the time of speech stop (Fig. 2a). For all the Stop+/Prod− electrodes, the 
majority (83%, 71/86) were activated only in early stopping (P < 0.001, 
two-sided sign test; Fig. 2b and Extended Data Fig. 4a). We compared 
the two conditions in Stop+/Prod+ electrodes and observed electrodes 
that also showed an increase in early stopping, but not in the natural 
finish (Fig. 2c). Similar to the Stop+/Prod− electrodes (Fig. 2a,b), the 
Stop+/Prod+ electrodes were more likely to show stop activity only 

then inhibit the motor cortex through thalamocortical projections. The 
result is a non-selective, global inhibition of ballistic hand movement 
and speech27–29. Continuous speech production is, however, distinct 
from simple movements, requiring precise coordination and sequenc-
ing of multiple articulators to generate an array of speech sounds1,2,30. 
For example, current and upcoming articulatory gestures may influence 
how quickly the speech output can be stopped5. In this study we tested 
how the brain, more specifically the premotor cortex, implements 
immediate stopping of continuous speech production (referred to as 
‘early stopping’). Studies on motor control have largely focused on the 
preparation and programming functions in the premotor cortex, and 
evidence from animal and human studies has implicated inhibitory 
functions in the same region31–34. Studies on response inhibition and 
action stopping have also proposed neural mechanisms relying on 
frontal regions beyond the rIFC and pre-SMA circuits35–40, with recent 
evidence of inhibitory control in the premotor cortex41–47.

We used high-density electrocorticography (ECoG) to record corti-
cal activity across frontal, parietal, temporal and medial brain regions. 
This methodology provided extensive spatial sampling and fine tem-
poral resolution to track millisecond-level dynamics that are essential 
for both speech production and stopping. Participants performed a 
task where they were required to immediately start and stop speak-
ing in response to visual cues. We found neural populations across 
the premotor cortex with robust activations during early stopping. 
We next demonstrated that this activity was largely specific to early 
stopping and rarely occurred during the natural passive stop at the 
end of a phrase. Inhibitory premotor populations did not overlap with 
populations important for controlling articulators during production. 
Finally, we found an overlap between sites showing task-related stop 
activity and those causing speech arrest when stimulated. Together, 
these results provide important evidence for a distinct, causal pre-
motor circuit for inhibitory speech motor control that has not been 
described previously, underscoring the necessity of adding inhibitory 
processing to current models of speech production.

Results
To study the neural mechanism for stopping ongoing speech produc-
tion, we asked participants to perform a speech production task with 
early stopping guided by a visual cue (‘speech stopping task’). In total, 13 
participants (ten left hemisphere (LH) and three right hemisphere (RH)) 
were included in the analysis. All participants had grid coverage over the 
lateral premotor cortex, with some having additional frontal, parietal 
or temporal coverage. A subset had coverage on the medial cortical 
surface (five LH, three RH). On each trial, a visual cue indicated when 
participants should start and stop their speaking, where the speech 
production task was to recite the days of the week at a normal pace 
(Fig. 1a). Participants were instructed to stop speaking immediately 
when the stop cue was presented. The time difference between the stop 
cue and the acoustic stop of speech is referred to as the ‘stop reaction 
time’ (SRT). Participants finished between 62 and 104 trials in total 
across two or three blocks. Across all participants, early stopping was 
successfully achieved (Fig. 1b, top, and Extended Data Fig. 1a). Before 
stopping, participants spoke in a continuous manner, evidenced by 
short gaps between utterances (Fig. 1b, bottom, and Extended Data 
Fig. 1b,c). We excluded trials with SRTs shorter than 0.1 s where partici-
pants may have stopped at or before the stop cue by coincidence. We 
also excluded trials with long SRTs that were outliers in the distribution 
(Extended Data Fig. 1a; details are provided in the Methods).

Activation of the premotor cortex for early stopping
The premotor cortex on the lateral brain surface includes the ante-
rior part of the precentral gyrus and the posterior part of the inferior 
frontal gyrus (IFG) and the middle frontal gyrus (MFG). We first asked 
if the premotor cortex showed activity (high-gamma amplitude (HGA); 
70–150 Hz) that was time-aligned to key moments when participants 
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in the early stopping case (74%, 17/23; P = 0.035, two-sided sign test; 
Fig. 2d and Extended Data Fig. 4a).

To test the natural finish condition with a similar framework as the 
speech stopping task, one participant (S13) performed a control task 
where only ‘Monday’ to ‘Thursday’ were spoken in each trial (Extended 
Data Fig. 4b). In most trials, the stop cue occurred after the end of 
‘Thursday’ (natural finish). In other trials, the stop cue occurred before 
the end of ‘Thursday’ and the participant had to stop immediately (early 
stopping). There was no significant increase in activity after the stop 
cue in the natural finish condition (Extended Data Fig. 4c). A few elec-
trodes showed activation around the time of speech stop during the 
natural finish, but the majority of electrodes were only activated during 
early stopping (82%, 18/22; P = 0.004, two-sided sign test; Extended 
Data Fig. 4d). Together, these results suggest that high-gamma stop 
activity is predominantly specific to the early stopping condition and 
thus may be part of volitional control to actively inhibit ongoing speech.

Previous studies have found beta-band activity as a neural signa-
ture for response inhibition20. Here we tested whether the beta-band 
signal also showed specific activity during early stopping of speech. 
During motor movement, the beta-band signal generally shows sup-
pression in a wide range of sensorimotor and frontal areas. When 
movement finishes, beta-band activity shows an increase. In our speech 
stopping task, we observed increased beta-band activity around the 
time of speech stop (Fig. 2e and Extended Data Fig. 4e). In an example 
electrode, beta-band activity showed an increase for both early stop-
ping (speech stopping task) and a natural finish (sentence reading task), 
after the time of speech stop (Fig. 2e). Among all electrodes showing 
increased beta-band activity for stopping, in only a small proportion 
was this increase found in early stopping but not natural finish (17%, 
99/586, z = 16.0, P < 0.001, two-sided sign test; Fig. 2f, orange markers). 
This contrasts sharply with the high-gamma stop activity. This suggests 
that beta-band activity is not specifically related to early stopping.
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Fig. 1 | Premotor neural activation during speech stopping. a, Schematic of 
the speech stopping task. The go and stop cues are represented by green and 
red circles, respectively. SRT, stop reaction time. b, Top, distribution of SRTs 
from all trials tested across participants (N = 1,160 trials). Blue line denotes lower 
threshold (0.1 s) for trials included in subsequent neural analyses. Bottom, 
distribution of gap time between continuous utterances (N = 2,095 gaps). 
Thick black line denotes the median. c, Example electrodes demonstrating 
three types of neural activity pattern (mean ± s.e.m.). HGA (z), high-gamma 
amplitude (z-score). Top row, electrode (e1) showing increased activity after the 
stop cue but no activity during production. Middle row, electrode (e2) showing 
increased activity during production and an additional increase after the stop 
cue. Bottom row, electrode (e3) showing increased activity during production 
but no additional activation after the stop cue. Activity is aligned to three 
different time points: go cue, speech start and stop cue. The time of speech start 
and speech stop is marked above the panels (mean ± s.d.). Blue bars below the 
panels illustrate the baseline periods. Pink bars illustrate the time periods for 

testing functional activity. The blue and pink bars for the top and middle rows 
are for testing stop activity. Those for the bottom row are for testing activity 
during production. d, Location of all stop electrodes (coloured circles) across 
participants (ten LH, three RH) plotted on an average brain (MNI-152). Colour 
intensity indicates the magnitude of activity (t-value). Orange indicates stop 
electrodes with no production activity (Stop+/Prod−). Purple indicates stop 
electrodes with production activity (Stop+/Prod+). Green indicates activation 
map generated from electrodes that showed activation during production, 
with stop electrodes excluded (Stop−/Prod+). Grey dots indicate the electrode 
coverage. e, Proportion of electrodes found in different brain regions, relative 
to the total number of electrodes for each of the three types. PrCG, precentral 
gyrus; PoCG, postcentral gyrus; IFG, inferior frontal gyrus; MFG, middle frontal 
gyrus; parietal, parietal cortex; STG, superior temporal gyrus. f, Scatter plot of 
activity magnitude during stopping and production, including the three types 
of electrode. Each circle indicates a single electrode. A few electrodes with 
magnitude larger than the axis limit are plotted on the border.

http://www.nature.com/nathumbehav


Nature Human Behaviour

Article https://doi.org/10.1038/s41562-025-02118-4

Timing of stop activity correlates with stop action
The increased activity after the stop cue may be induced as a response 
to the cue or related to control of the stop action. To delineate the two 
possibilities, we performed temporal correlation analysis across single 
trials and found electrodes showing characteristics of these two types 
of function (Fig. 3). We only included Stop+/Prod− electrodes to avoid 
potential confounding of correlation stemming from articulatory sig-
nals at the end of speech. We also excluded one participant (S13) in the 
subsequent analysis because the participant mainly performed the 
control task, having a limited number of trials for the speech stopping 
task. Figure 3a shows one example electrode in which the activity was 
found to be time-locked to speech stop (action-related). To quantify 
this relationship, we identified the dominant activity time, an alterna-
tive measure of peak time, for the single trials that showed relatively 
strong activities (Methods). The dominant activity time captures when 
the major event of neural activity occurs but without being biased by 
random fluctuations in single trials. This electrode showed a significant 
correlation between the dominant activity time and the stop reac-
tion time (Fig. 3c). In another example electrode, HGA was found to be 
time-locked to the stop cue (cue-related, Fig. 3b). The dominant activity 
time showed no correlation with the stop reaction time (Fig. 3d), and 

the variation of dominant activity time is small (s.d. < 0.15 s). In total, 
74 electrodes showed action-related stop activity and 52 electrodes 
showed cue-related stop activity. The remaining electrodes with stop 
activity were not correlated with either action or cue and were referred 
to as ‘other’ (N = 93 electrodes; Extended Data Fig. 5a). The location of 
‘other’ electrodes was similarly distributed across several brain regions, 
with most electrodes in the precentral gyrus and MFG (Extended Data 
Fig. 5b,c).

We next tested whether stop activity preceded and led to the 
stop action, which would be supported by electrodes with increases 
in activity before the time of speech stop but after the stop cue. We 
first aligned the neural activity to the stop cue and calculated the 
averaged normalized activity for each electrode based on type (Fig. 3e 
and Extended Data Fig. 5d). Electrodes with both cue-related and 
action-related activity showed an increase in activity well before the 
time of speech stop. The cue-related activity reached its peak earlier 
than the action-related activity. On a trial-by-trial basis, we aligned the 
neural activity of individual electrodes to the time of speech stop for 
the corresponding trial and obtained the activation start time. For the 
majority of electrodes, the activation start time was earlier than the 
time of speech stop (94% for cue-related and 73% for action-related 
activity; Fig. 3f). We also analysed individual electrodes’ activation 
peak time from the averaged activity aligned to the time of speech 
stop. The cue-related electrodes showed an earlier peak time than the 
action-related electrodes (z = 4.35, P < 0.001, two-sided rank-sum test; 
Fig. 3g). Stop activity for most electrodes preceded the stop reaction 
time, suggesting that this activity predicts or drives the stop action, 
rather than being a passive response. The difference in the peak time 
of the stop activity suggests that neural signals may track different 
events relevant to the stopping behaviour in their temporal order. The 
cue-related activity may be involved in identifying the need to stop 
speaking, which constitutes an early stage. In contrast, later-stage 
action-related activity may be involved in forming the stop command 
and controlling the execution of speech stopping. For the electrodes 
belonging to the ‘other’ type, a majority do not have a clear temporal 
activity pattern, suggesting that they may be engaged in various cogni-
tive processes during stopping.

Stopping in the middle of a word modulates stop activity
To further understand the relationship between stop activity and the 
specific behavioural consequences of speech stopping, we compared 
instances where participants stopped speaking after the end of a word 
(end-of-word) and in the middle of a word (midword, Fig. 4a). A subset 
of participants (N = 8; seven LH) generated sufficient midword trials 
and were included here. We only examined the Stop+/Prod− electrodes 
to avoid potential confounds from articulation signals associated with 
stopping midword. When aligning HGA to speech stop, one example 
electrode showed stronger stop activity in midword trials than in the 
end-of-word trials (P < 0.05, cluster-based permutation rank-sum test; 
Fig. 4b). Electrodes showing a similar effect were found across multiple 
participants (N = 7, all LH) and we referred to this difference in activity 
as the stop-type effect. The HGA was always found to be stronger in 
midword trials than end-of-word trials (except for two electrodes from 
one participant in the superior temporal gyrus (STG), not shown here 
as they are not representative). The region with the largest number 
of electrodes showing the stop-type effect was the precentral gyrus 
(N = 12/31; Fig. 4c). We next asked whether this activity difference 
occurred before or after the speech stop. About half of the electrodes 
started to show activity differences before the time of speech stop 
(N = 14; Fig. 4d), with the precentral gyrus containing most of them 
(N = 9). Therefore, the additional activity found in these electrodes 
may signal a neural control that led to midword stopping rather than 
a response to the stopping behaviour. At the population level, we used 
all Stop+/Prod− stop electrodes for each participant to predict whether 
stopping within single trials was at midword or end-of-word. A linear 
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Fig. 2 | Stop activity primarily found in early stopping. a,c, Example electrodes 
that show high-gamma stop activity (mean ± s.e.m.) during early stopping (ES), 
but not a natural finish (NF): example electrode with no production activity (a) 
and example electrode with production activity (c). b,d, Scatter plot of high-
gamma activity magnitude during ES and NF for all electrodes showing stop 
activity in either condition (N = 5 participants tested for both ES and NF), where 
each marker indicates a single electrode: electrodes with no production activity 
(b) and electrodes with production activity (d). e, Example electrode showing 
increased beta-band activity (mean ± s.e.m.) during ES and NF. The location 
of this electrode is shown in Extended Data Fig. 4e. f, Scatter plot of beta-band 
activity magnitude during ES and NF for all electrodes showing increased activity 
in either condition. Each marker indicates a single electrode.
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classifier generated predictions significantly above chance for six out 
of eight participants (Fig. 4e). These results indicate that stop activity 
distinguishes how a stop was made in each trial, and further confirms 
that stop activity drives the behaviour of speech stopping.

Separate brain region for encoding speech articulation
Neuronal populations in the sensorimotor cortex were found to encode 
articulatory kinematic trajectories (AKTs) during continuous speech 
production30. We sought to determine the relationship between stop 
activity and the activity that controls articulation. For a subset of par-
ticipants (N = 9) we were able to use acoustic-to-articulatory inver-
sion (AAI) algorithms to infer the kinematics of vocal tract movements 
(Methods). Figure 5a shows an example electrode that encodes AKTs. 
We extracted 13 features to quantify the AKTs and used an encoding 
model to predict HGA from these features (Methods). Figure 5b shows 
the fitted temporal filter of this example electrode, which illustrates 
the specific articulatory kinematic pattern to which the electrode is 
sensitive. The quality of the model fit was evaluated by the correlation 
between predicted and actual HGA and was high (r = 0.69). Most of the 
electrodes that strongly encoded AKT (r > 0.2) were located near the 
central sulcus and the postcentral gyrus (Fig. 5c and Extended Data 
Fig. 6). By contrast, stop electrodes were mostly located anterior to the 
AKT-encoding electrodes (z = 7.99, P < 0.001, two-sided rank-sum test; 
Fig. 5c,d and Extended Data Fig. 6). To further characterize the extent 
of overlap between the two populations, we plotted the magnitude of 
stop activity against the correlation coefficient in the AKT-encoding 
models for all stop electrodes (Fig. 5e). Electrodes showing strong 
stop activity (large t-values) did not show strong encoding of AKT 
features (large r). This suggests that stop electrodes are localized to 
cortical regions largely separate from AKT-encoding electrodes and 
that these two groups of activity overlap little on the individual elec-
trode level. Therefore, our data suggest that stop electrodes are not 
encoding information about specific articulator movements during 
speech production.

Stopping in midword trials was found to have stronger stop acti
vity than in end-of-word trials, indicating that some stop activity may 
specifically interact with speech articulatory control. We next asked 
whether stop activity influences the AKT-encoding activity for early 
stopping. We calculated Granger causality as a measure of directed 
functional connectivity before and after the stop cue based on raw 
neural signals between pairs of electrodes of the two groups (Meth-
ods). We used two consecutive windows directly after the stop cue 
to quantify the change in Granger causality. Rather than comparing 
Granger causality between two opposing directions, here we compared 
Granger causality across time windows within the same direction. For 
the stop electrodes in the premotor cortex, there was a significant 
increase in Granger causality towards AKT-encoding electrodes in 
the [0.5, 1]-s window post stop cue compared to baseline (P < 0.05, 
repeated measures analysis of variance (ANOVA), post hoc analysis 
with Bonferroni corrections; Fig. 5f, left panel). No significant increase 
in Granger causality above baseline was found in the other direction 
for these two groups of electrodes (Extended Data Fig. 7a). As a control 
analysis, stop electrodes in the temporal-parietal region, including the 
supramarginal gyrus (SMG) and STG, did not show a significant increase 
in Granger causality towards AKT-encoding electrodes (Fig. 5f, middle 
panel). We further compared Granger causality between midword and 
end-of-word trials. For most electrode groups included in the analysis, 
Granger causality in both directions was larger for the midword trials 
than for the end-of-word trials (P < 0.05, two-sample t-test; Extended 
Data Fig. 7b). This suggests that the neural network showed higher 
connectivity when stopping in the middle of a word than when stop-
ping at the end of a word.

Finally, we asked whether the lateral premotor stop activity was 
related to or originated from neural populations in medial regions, 
such as pre-SMA, given prior knowledge that pre-SMA contributes to 
response inhibition. The Granger causality from electrodes showing 
stop activity in the medial regions to those in the premotor cortex did 
not show a significant change after the stop cue (Fig. 5f, right panel). 
It is thus unlikely that the stop activity in the lateral premotor cortex 
was simply driven by communication from the medial cortex. Rather, 
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Fig. 3 | The timing of stop activity suggests a neural process leading to 
speech stop. a,c, Example electrode showing high-gamma activity correlated 
with the action of speech stopping. a, Each row indicates a trial, sorted by the 
stop reaction time. The black diamond marks the dominant activity time (an 
alternative measure of peak time; Methods). Only trials with strong activity, 
allowing for identification of a dominant activity time, are shown. The location 
of the electrode is labelled in Extended Data Fig. 5b. c, Scatter plot showing 
correlations between dominant activity time and stop reaction time. The 
dashed line is the identity line. b,d, Example electrode (as in a,c) showing 
activity correlated to the stop cue rather than the action of speech stopping. 
e, Averaged normalized activity (mean ± s.e.m.) from electrodes with cue- and 
action-related activity, time-aligned to the stop cue. Triangles indicate peak time 
in the smoothed activity pattern. Vertical line denotes the median speech stop 
time across participants. f, Distribution of the activation start time for individual 
electrodes relative to speech stop. Black triangles indicate the activation start 
time of the example electrodes in a–d. g, Distribution of the peak activation 
time for individual electrodes, relative to speech stop (N = 46 electrodes with 
cue-related activity; N = 67 electrodes with action-related activity). Each coloured 
circle indicates an electrode. Black open circles denote example electrodes in 
a–d. Short black bars indicate medians. Comparisons between the medians and 
time zero are indicated by double arrows. The median of the peak activation time 
of the cue-related electrodes is significantly earlier than time zero (P < 0.001, 
two-sided sign test). However, this is not true for the action-related electrodes 
(P = 0.807, two-sided sign test). The peak activation time of the cue-related 
electrodes is earlier than that of the action-related electrodes (P < 0.001, 
two-sided rank-sum test).
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evidence points to intrinsic neural populations in the lateral premotor 
cortex that drive early stopping behaviour through communication 
with AKT-encoding populations.

Partially overlapping location for hand movement stopping
In proposed models for response inhibition, a shared neural circuit is 
responsible for stopping movements of different modalities29. Here 
we tested whether early stopping of ongoing speech production and 
hand movement shared the same mechanism. A subset of participants 
performed a hand movement stopping task in which they pressed a 
button repetitively after the go cue and released it immediately after 
the stop cue (N = 9 participants, eight LH, one RH; only LH data are 
included, 54–71 trials finished by each participant). We followed the 
same criterion to identify stop electrodes as was used for speech, and 
used the selectivity index to quantify whether single electrodes had 
stop activity for speech production, hand movement or both. All stop 
electrodes were included in this comparison. The electrodes showing 
stop activity for speech but not hand (‘speech only’) were found towards 
the ventral and middle part of the precentral gyrus, IFG and MFG regions 
(Fig. 6a, left panel, red circles). It is worth noting that electrodes with 
stop activity for both speech and hand (‘both’) were also found in the 
ventral and middle precentral regions (Fig. 6a, left panel, blue circles). 

The electrodes with stop activity for hand but not speech (‘hand only’) 
were primarily found in the dorsal part of the precentral gyrus (Fig. 6a, 
left panel, green circles). On the medial side, the distribution of these 
three types of activity did not show any spatial pattern (Fig. 6a, right 
panel). The distributions of ‘speech only’ and ‘both’ electrodes along 
the dorsal–ventral axis overlapped, whereas the distribution of ‘hand 
only’ electrodes was largely found more dorsally (Fig. 6b). This result 
suggests that the ventral and middle premotor areas may show an over-
lap of stop activity across multiple motor modalities, such as speech 
and hand movement, although many individual sites within these areas 
still show stop activity specific to speech.

Correlation between stop activity and speech arrest
In clinical practice, neurosurgical patients sometimes undergo func-
tional brain mapping using electrocortical stimulation. Speech arrest, a 
complete cessation of speech upon stimulation, has been traditionally 
interpreted as an interruption of neural signalling for speech articula-
tion or planning48,49. The identification of speech arrest sites has long 
been assumed to be specific to ‘Broca’s area’ by many researchers and 
clinicians50–53. However, an alternative explanation for speech arrest 
is that stimulation evokes an inhibitory mechanism that stops speech. 
Here we investigate these possibilities by comparing the spatial loca-
tion of stop activity with speech arrest. A subset of LH participants with  
the speech stopping task underwent electrocortical stimulation 
through the same ECoG grid for clinical purposes (N = 8 participants). 
Participants counted aloud continuously while stimulation was deliv-
ered at a time that was unpredictable to the participants. We character-
ized two types of stimulation effect: speech arrest and speech error/
orofacial effect (Fig. 7a). Speech arrest was identified when speech 
phonation was completely absent and there was no major orofacial 
movement. Speech error was identified when speech was able to con-
tinue during stimulation but was dysarthric, and/or associated with 
involuntary movements of the face or throat. At some sites, counting 
was not tested, but passive stimulation without speech production 
induced motor movement or sensation around the orofacial regions. 
These sites are included as the orofacial effect.

Owing to the clinical stimulation set-up, bipolar stimulation 
was usually delivered through a pair of non-adjacent electrodes in 
the high-density grid (Fig. 7b, pentagrams). We consider these two 
electrodes together with the electrode in between as a stimulation 
site (Fig. 7b, dark blue circles). To test the possibilities of motor dis-
ruption and speech inhibition, we consider production activity as 
serving the function of motor articulation, activity prior to speech 
onset (‘pre-speech’ activity, the same as the go activity in the speech 
stopping task) to be potentially correlated with the function of speech 
motor planning, and stop activity as serving the inhibitory function. 
For production activity, we restricted analysis to electrodes with sus-
tained activity (that is, showing activation throughout the duration 
of production). The reason for this is that if neural activity related to 
production only occurs at the beginning of speech production, when 
stimulation started, there would be no activity to be interrupted. We 
first plotted the speech arrest sites on the lateral side (N = 7 sites, 21 
electrodes from five participants) on top of a combined activation map 
of the three types of activity on the average brain (Fig. 7c, left panel). 
A majority of these sites were located in the precentral gyrus, with an 
additional few in the IFG, consistent with the location of the speech 
arrest sites (N = 36 sites from 20 participants) found in a separate, larger 
dataset obtained during intra-operative mapping (N = 34 participants 
in total; Extended Data Fig. 8b, top panel). Although speech arrest sites 
seemed to localize to areas with stop activity (Extended Data Fig. 8a, 
top left panel), production and pre-speech activity also existed in 
nearby areas (Extended Data Fig. 8a, top middle and top right panels), 
forming a mixture of activity types (Fig. 7c, left panel). The location of 
speech error/orofacial effect sites (N = 49 sites, 147 electrodes from 
eight participants) is generally within the precentral gyrus and the 
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postcentral gyrus (Fig. 7c, right panel), largely overlapping with pro-
duction activity (Extended Data Fig. 8a, bottom right). On the medial 
side, the two types of stimulation effect were also found, although the 
location of the three types of neural activity appears more distributed 
(Extended Data Fig. 8c,d).

To delineate which type of neural activity contributes to the stimu-
lation effect, we fitted mixed-effect logistic regression models based 
on data from individual participants to predict stimulation results 
(Fig. 7d). For each stimulated electrode, the three types of activity 
found within 6 mm of distance were used as predictors54 (Methods). 
Two separate models were built for the two types of stimulation effect 
(Supplementary Tables 1 and 2). We excluded electrodes from temporal 
regions because stop activity was primarily observed in the frontal 
regions, and production activity in the temporal regions was probably 
related to sensory processes. We grouped the speech arrest sites on 
the lateral cortex into two clusters according to a recent study49. One 
cluster centred on the middle precentral gyrus, and another on the 
ventral precentral gyrus (Fig. 7c, left panel). For the middle cluster, we 

found that stop activity was the only type that had a significant effect 
on predicting speech arrest (fixed effect: βStop = 0.54, t(209) = 4.16, 
P < 0.001, two-sided t-test, 95% confidence interval (CI) = [0.28, 0.79]; 
βPre-speech = −0.11, t(209) = −0.75, P = 0.452, two-sided t-test, 95% 
CI = [−0.41, 0.18]; βProduction = 0.11, t(209) = 1.00, P = 0.317, two-sided 
t-test, 95% CI = [−0.11, 0.33]; Fig. 7d), whereas production activity 
was the only type that had a significant effect on predicting speech 
error/orofacial effect (fixed effect: βStop = 0.31, t(209) = 1.78, P = 0.078, 
two-sided t-test, 95% CI = [−0.03, 0.65]; βPre-speech = 0.44, t(209) = 1.25, 
P = 0.212, two-sided t-test, 95% CI = [−0.25, 1.12]; βProduction = 1.19, 
t(209) = 4.61, P < 0.001, two-sided t-test, 95% CI = [0.68, 1.70], Fig. 7d). 
For the ventral cluster, none of the three types of activity had a signifi-
cant effect on speech arrest. The production activity is the only type 
that had a significant effect on speech error/orofacial effect (fixed 
effect: βStop = −0.18, t(127) = −0.86, P = 0.390, two-sided t-test, 95% 
CI = [−0.59, 0.23]; βPre-speech = −0.10, t(127) = −0.41, P = 0.686, two-sided 
t-test, 95% CI = [−0.58, 0.38]; βProduction = 0.46, t(127) = 4.05, P < 0.001, 
two-sided t-test, 95% CI = [0.24, 0.69]; Fig. 7d). Similar relationship 
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activity. a, Single-trial activity of an example electrode showing strong encoding 
of AKT, that is, how each articulator moves during speech. Left, trials are time-
aligned to the go cue, sorted by speech start. Right, time-aligned to the stop 
cue. The location of this electrode is indicated by a black circle in c. b, Temporal 
filter weight of this electrode for AKT features. The correlation coefficient r 
is indicated above the plot. TD, tongue dorsum; TB, tongue body; TT, tongue 
tip; LI, lower incisor; UL, upper lip; LL, lower lip; L, larynx. c, Spatial location of 
electrodes showing strong encoding of AKT features (r > 0.2, green colour) and 
stop electrodes (red colour). Small black dots indicate electrodes that showed 
strong AKT-encoding and were, at the same time, one of the stop electrodes 
(Extended Data Fig. 6). d, Distribution of electrode location of the stop and 
AKT-encoding electrodes along the anterior–posterior axis (only LH electrodes 
within the frontal areas and the postcentral gyrus are included; see c, left panel). 
A, anterior; P, posterior. Short black bar, median. The overall location of stop 

electrodes was anterior to that of the AKT-encoding electrodes (P < 0.001, two-
sided rank-sum test). e, Comparison of the magnitude of stop activity and the 
correlation coefficient (r) of the AKT-encoding model for each stop electrode. 
f, Granger causality between groups of stop electrodes and AKT-encoding 
electrodes (mean ± s.e.m.), measured before and after the stop cue. PMC, stop 
electrodes in the lateral premotor cortex, including the precentral gyrus, IFG and 
MFG (N = 125 electrodes). AKT, AKT-encoding electrodes without stop activity 
(N = 99 electrodes). SMG/STG, stop electrodes in the supramarginal gyrus and 
the superior temporal gyrus (N = 38 electrodes). Medial, stop electrodes in 
medial cortical regions (N = 7 electrodes). B, baseline window [−0.5, 0] s; W1, 
window 1 [0, 0.5] s; W2, window 2 [0.5, 1] s. Significant differences were found 
between a subset of windows (adjusted P = 0.002, 1.7 × 10−4 and 0.002 for B–W2 
comparison, W1–W2 comparison in the left panel and B–W1 comparison in the 
middle panel; repeated measures ANOVA, post hoc analysis using paired two-
sided t-test with Bonferroni corrections).
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can be obtained when using alternative model calculations (Extended 
Data Fig. 8e). Overall, these results support that speech arrest found in 
clinical stimulation mapping may be caused by inhibition, rather than 
merely an interruption of motor execution of speech, or an interruption 
of pre-speech neural functions. Stimulation at regions with stop activity 
may induce an inhibitory behavioural effect, providing evidence for 
causal functions of the stop activity. The middle precentral gyrus is 
likely to be an important area for this inhibition55.

Discussion
Inhibitory control of speech is critical for normal and fluent verbal 
communication. In this study we investigated the neural process that 
facilitates sudden and volitional stops during ongoing speech pro-
duction. Through high-resolution neural recordings, we identified 
activity in the premotor cortex that was increased after the stop cue, 
rather than being suppressed, suggesting inhibitory functions of the 
premotor cortex. By comparing across task conditions and trial-by-trial 
variations, we found that the premotor stop activity was specific to 
active, volitional stopping and was absent during the natural com-
pletion of sentences. Furthermore, stop activity reflected specific 
components of speech stopping, including the initial response to 
the stop cue and execution of the stop action itself. The magnitude of 
activity was modulated by whether stopping occurred in the middle of 
a word, suggesting that inhibitory control may contain specific signals 
to interact with areas controlling speech articulation. Although many 
stop electrodes localized to the frontal and Rolandic areas, which are 
traditionally considered part of the speech production network, the 
spatial location of these electrodes was largely distinct and anterior 
to those encoding articulatory kinematic features. When comparing 
data from a hand movement stopping task, there exist cortical sites 
specific for speech stopping and also sites involved in both speech and 
hand stopping, indicating a range of inhibitory functions targeting 
unimodal and multimodal motor output56,57. Finally, we found that 
electrocortical stimulation induced speech arrest, specifically in the 
middle precentral gyrus, showed a correlation with inhibitory control 
signals. These results provide new evidence to support a previously 
unknown function of the premotor cortex in the inhibitory control 
of speech.

Previous studies on the inhibitory control of action have sup-
ported the notion that the cognitive-level control of inhibition is 
largely confined to regions in the prefrontal cortex20,58–60. Specifically, 
the rIFC and pre-SMA are considered the core of the cortical control 
of response inhibition23,61. Neural activity in the rIFC activates the 
subthalamic nucleus through a hyperdirect pathway to achieve ‘out-
right’ stopping in a typical stop signal task24–26. Recent work in humans 
using intracranial electrophysiology has confirmed the hyperdirect 
pathway and demonstrated that activity from the prefrontal cortex to 
the subthalamic nucleus mediated rapid stopping of motor outputs26. 
Our results on early stopping of speech provide findings that are 

complementary to the existing framework. First, although the spatial 
location of stop electrodes partially overlapped with the rIFC, stop 
electrodes were primarily found in premotor regions, including many 
along the anterior part of the precentral gyrus (Fig. 1d). Second, the 
neural activation occurred bilaterally, with heavy involvement of the 
LH. Although the difference in brain regions may be related to different 
task designs, for example, cancelling motor output at the initiation 
stage19 compared to stopping an ongoing behaviour, the LH activity is 
likely to be vital for immediate interaction with the speech production 
network on the same side. Indeed, we found that the stop activity tem-
porally preceded the stop action, which has not been shown clearly in 
previous studies37. Third, previous studies found pre-SMA in the medial 
frontal cortex has an important role in inhibitory control21,62,63. Here 
we observed stop activity in the medial frontal cortex, although weak 
in amplitude, in our speech task (Fig. 1d). However, our data suggest 
that the activity in the lateral premotor areas did not originate from 
the medial side (Fig. 5f). Our results and previous studies together 
suggest that there may be multiple sources for inhibitory signals in 
the cortex, and stop activity in the premotor frontal cortex is one of 
them. Outside of the premotor and prefrontal regions, stop electrodes 
were found in scattered parietal and temporal regions. It is likely that 
stop activity across these brain regions forms a neural network to 
implement stopping. Future work is needed to investigate whether 
stop activity at different brain locations serves different functions, and 
also to map the downstream pathway of stop activity. The difference 
in stop activity between midword and end-of-word stopping suggests 
that speech inhibition may contain different commands depending 
on the instantaneous speech motor output and may interact with the 
unit of production. It is also an interesting question to probe whether 
aspects of stop activity are related to the ‘proactive’ stopping control 
described in previous studies36,37.

Our results also provide an alternative view of speech arrest in 
clinical settings. The prevailing understanding is that speech arrest 
sites are ‘eloquent’, that is, indispensable nodes in the speech pro-
duction network48,49,64–66. Some clinicians have considered speech 
arrest as synonymous with Broca’s area in the IFG50, whereas others 
have described it across many cortical regions with diverse mecha-
nisms67. Despite these views, several recent studies have demonstrated 
clearer localization of speech arrest to the precentral gyrus and pars 
opercularis (bilaterally)49,65,68. It has been believed that stimulation 
disrupts the essential neural activity in these regions, and therefore 
speech can no longer be generated. Using the same electrodes in the 
ECoG grids, we compared the location of speech arrest sites and the 
neural activity for production, pre-speech functions and stopping in 
our study. Although we did not explicitly test for speech planning, 
the pre-speech activity may reflect some components of planning, 
together with other functions. Mixed-effect logistic regression models 
revealed that speech arrest sites, more specifically those in the middle 
precentral gyrus, were mainly associated with nearby stop activity, 
not production or pre-speech activity. Therefore, stimulation may 
activate an inhibitory pathway of speech control. The inhibition-based 
explanation of speech arrest has been speculated in the past55,69–71. For 
example, negative motor areas (NMAs) were reported across periro-
landic and premotor regions, where stimulation induced cessation 
of movement49,69,70,72. It has been proposed that the function of NMAs 
may relate to inhibitory control rather than general motor program-
ming72. Our results are consistent with this view. In addition, certain 
areas in the precentral gyrus showed stop activity for both speech 
and hand movement, consistent with recent studies where stimula-
tion in precentral sites induced both speech and hand arrest57,73,74. 
Such an effect may indicate an executive control-level function where 
inhibition is generally multimodal27,29,75. The inhibitory mechanism 
provided an explanation of why speech arrest may not indicate critical 
functions for speech production. Although speech arrest sites can be 
found in the RH or SMA, lesions or resections in these regions do not 
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lead to long-standing speech impairments76. Meanwhile, anarthria 
or pure speech arrest is not what one would expect from disruption 
of speech planning; instead, paraphasias or apraxic speech would be 
expected. Redefining speech arrest sites as general inhibitory rather 
than essential for production has major clinical implications as surgi-
cal resection can be safely expanded to these sites without causing 
speech production deficits. A limitation of our study is that it lacks 
sufficient data to quantify the detailed behaviour of speech arrest. 
Further studies may focus on stimulation that starts in the middle of a 
word, potentially providing direct evidence of inhibition if the speech 
output is immediately cut off before the word is finished77. It is worth 
noting that the relationship between speech arrest and inhibition may 
not be identical across different cortical regions, as the ventral cluster 
of speech arrest sites did not show a significant correlation to the stop 
activity or any of the three types of activity.

Finally, our results have important implications for models of 
speech production1,2, particularly regarding the ventral–middle part of 
the precentral gyrus30,78 and Broca’s area2,79,80. Although these regions 
generally have faciliatory functions according to existing models, data 
from our study showed distinct but intermixed inhibitory functions in 
the same structures (Fig. 1d). Despite this spatial overlap, some interest-
ing differences exist regarding the electrode populations associated 
with these two functions. At the individual electrode level, electrodes 
with stop activity and those with speech production-related activity did 
not largely overlap, indicating that the inhibitory and faciliatory func-
tions may be separate at a smaller spatial scale than previously thought 
(Fig. 1f). This suggests that, instead of having separate anatomical 
regions for different functions, brain areas central to speech production 
may have mosaic subclusters of neural circuits. One possibility is that 
these subclusters form separate modules along the precentral gyrus 
that possess non-primary motor functions, in line with a recent study81. 
Furthermore, there is spatial segregation between electrodes showing 
stop activity and those encoding AKT features (Fig. 5c,d). Given our 
initial evidence of increased functional connectivity (Fig. 5f) and the dif-
ference in the modulation of stop activity in midword trials (Fig. 4), it is 
highly likely that the inhibitory function of speech interacts with articu-
lation and planning for speech production. Future studies should aim to 
delineate the interaction and further elucidate the connectivity within 
this speech inhibition network. Our results also suggest that inhibitory 
control may have a more important role in normal and abnormal speech 
production than previously thought. In verbal communication where 
there is a natural, fast exchange of phrases and sentences, inhibitory 
signals are likely to interlace with excitatory signals with precise timing. 
In speech impairments such as stuttering, aberrant inhibitory signals 
may cause the frequent stops found in production9–13.

In summary, the results we describe suggest a previously unknown 
mechanism for the inhibitory control of speech production. We pro-
vided a framework for a deeper understanding of the neural process 
underlying speech production with important implications for both 
basic neuroscience and clinical practice.

Methods
Participants
Thirteen participants (four male, nine female; mean ± s.d. age, 30 ± 8 
years) performed a speech stopping task and were included in the 
analysis. Ten of them had LH coverage and three had RH coverage. All 
participants were patients undergoing intracranial monitoring for 
intractable epilepsy. Participants were compensated for participating 
in the study. All procedures and protocols were approved by the Insti-
tutional Review Board of the University of California, San Francisco. 
Participants provided written informed consent before participating 
in the studies. All participants were fluent English speakers and had no 
cognitive deficits that could potentially affect the study. This study is 
registered at ClinicalTrials.gov (NCT05876910). We have complied with 
all relevant ethical regulations.

Task design and set-up
To test early stopping, participants performed a speech stopping task 
where they followed visual cues to start and stop speaking (Fig. 1a). The 
task was custom-programmed using Psychtoolbox-3 and MATLAB to 
be presented on a laptop screen (Microsoft Surface Book 2). Each trial 
started when a green circle (go cue) was presented at the centre of the 
screen and participants were instructed to start reciting the days of 
the week. After a random delay (2–5 s), the circle changed to red colour  
(stop cue), and participants were instructed to stop immediately. If 
‘Sunday’ was reached before the stop cue was shown, participants would 
continue to the next cycle, starting ‘Monday’. The time between the stop 
cue and the acoustic stop of speech is referred to as the stop reaction 
time (SRT). The next trial started after a short pause (2.5–3.5 s), and 
participants continued with recitation when the circle turned green. 
Throughout the trial, a cross was shown at the centre of the screen inside 
the coloured circle, and the participants were asked to fixate on the 
cross. To synchronize with neural recordings, a grey rectangle flashed 
at the upper right corner of the screen at the same time as the presenta-
tion of cues. A photodiode (S2281-01, Hammamatsu) was placed at the 
location of the rectangle on the screen and was connected to the neural 
recording set-up. A small number of participants recited the months of 
the year or counted continuously based on preference.

To compare early stopping against a natural finish condition, a sub-
set of participants (N = 5 out of 13) performed a sentence reading task30. 
In brief, participants read aloud 100 sentences from the MOCHA-TIMIT 
database82. One sentence was presented on the screen in each trial, and 
participants read the sentence at their own pace. There were no cues 
to indicate when they should stop. Each sentence was read once, so a 
total of 100 trials were performed.

To compare the neural activity evoked by stopping speech to stop-
ping hand movements, a subset of participants (N = 9 out of 13) per-
formed a hand movement stopping task. This task was modified from 
the speech stopping task with a similar presentation of cues. When the go 
cue was presented, participants were instructed to push a button repeti-
tively and rhythmically using their contralateral thumb in reference to 
the ECoG grid. At the presentation of the stop cue, they were instructed 
to stop and release the button immediately. The time delay between the 
go cue and the stop cue was randomly jittered between 2 and 4 s.

No statistical methods were used to predetermine sample sizes, 
but our sample sizes are similar to or larger than those reported in 
previous publications30,78,83.

Data acquisition and preprocessing
ECoG was acquired through subdural high-density grids (Integra 
or AdTech) with 1.17-mm-diameter exposed contacts and 4-mm 
centre-to-centre spacing. The voltage time-series signal (raw signal) 
from each electrode contact was amplified and digitized at a sam-
pling rate of 3,051.7578125 Hz by a pre-amplifier (PZ5, Tucker-Davis 
Technologies) and processed through a digital signal processor (RZ2, 
Tucker-Davis Technologies). To obtain the HGA, raw signals were down-
sampled to 400 Hz, notch-filtered at 60, 120 and 180 Hz to remove line 
noise, and Hilbert-transformed at eight logarithmically distributed 
bands within 70–150 Hz. Each of the eight bands was z-scored and the 
average was taken between bands to obtain one HGA time series. Raw 
signals and HGA were visually inspected to exclude bad channels and 
trials with artefacts. Speech audio from participants was recorded 
through a microphone (e845-S, Sennheiser), amplified by a microphone 
amplifier (MA3, Tucker-Davis Technologies) and digitized through a 
digital signal processor (RZ2, Tucker-Davis Technologies). The output 
of the push-button device (voltage signal) was digitized and recorded 
(RZ2, Tucker-Davis Technologies).

Electrode localization
A pre-operative MRI and a post-operative computed tomography 
(CT) scan were used to register the location of electrodes relative to 
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the brain. Reconstruction of the pial surface was performed using the 
pre-operative MRI image in Freesurfer. To convert the electrode coordi-
nates from individual brains to the average brain (cvs_avg35_inMNI152 
template), we used a nonlinear surface registration in Freesurfer with 
a spherical sulcal-based alignment84. This method ensures that elec-
trodes on a given gyrus in the original participant’s space remain on 
the same gyrus in the converted space. It does not, however, maintain 
the original geometry of the electrode grid.

Data analysis on stop, production and go activity
We identified the acoustic start and stop times of speech production 
in each trial using an energy threshold-based method. If necessary, 
further adjustment was made by visualizing the spectrogram of the 
microphone signals. To avoid the condition where participants stopped 
speaking by themselves independent of the stop cue, we excluded tri-
als with an SRT less than 0.1 s (Fig. 1b and Extended Data Fig. 1a). This 
threshold was chosen after examining the SRTs of individual partici-
pants where no obvious and consistent cutoffs could be found in the 
distribution. We also excluded outlier trials with long SRTs using the 
‘isoutlier’ function in MATLAB (Extended Data Fig. 1a). To test whether 
an electrode shows stop activity, we used a baseline period [−0.5, 0] s 
before the stop cue and an analysis period [0, 1] s after the stop cue. 
We set the baseline period to be during speech production because we 
intended to identify additional activation beyond the neural modula-
tion caused by production. Because activity may show different delays 
after the stop cue across electrodes, we used a series of overlapping 
sliding windows of 0.2-s duration (0.1-s step size) within the analysis 
period. We compared the mean HGA in each of these windows with 
respect to the mean HGA in the baseline period and tested significance 
with a paired t-test. Significant activation was determined if the mean 
HGA in the sliding window was larger than that in the baseline period 
and if the P value was smaller than 0.0001. To control for multiple 
comparisons, we used an FDR correction for each sliding window across 
electrodes within each participant at a q-level of 0.05. An electrode 
was regarded as showing significant stop activity if any of the sliding 
windows showed significant activation. To test activity during speech 
production, we used a baseline period of [−0.5, 0] s before the go cue 
and an analysis period of [−1.5, −0.5] s before the stop cue. This analysis 
period covered the late part of speech production in most trials. We 
chose these analysis intervals to exclude electrodes that were only 
activated during the initial part of speech production. Applying this 
method allowed us to select electrodes that showed sustained activa-
tion throughout production. To compare HGA in the analysis period 
with that in the baseline period, we used a similar series of sliding 
windows as for stop activity and we followed the same steps for statisti-
cal tests. To test activity after the go cue, we used a baseline period of 
[−0.5, 0] s before the go cue and an analysis period of [0, tgo] s after the 
go cue. tgo was set for each participant separately as the 30th percentile 
value of the go reaction time of all trials from that participant. Trials 
with go reaction time shorter than tgo were excluded. A similar series 
of sliding windows were used as for stop activity, and the same statis-
tical steps were followed. To compare the magnitude of stop activity 
and go activity, we used a one-sided rank-sum test. To summarize the 
magnitude of activity (Fig. 1d,f), we used the maximum t-value among 
the significant sliding windows. To obtain the activation map (Figs. 1d 
and 7c), activity magnitude from nearby electrodes was summed and 
mapped to the colour intensity of each vertex of the brain surface mesh.

Comparison with the natural finish condition
For each individual electrode we compared the activity at the end of 
speech production in the sentence reading task with the activity in 
the speech stopping task (Fig. 2a–d). As there was no stop cue in the 
sentence reading task, we used a [−0.5, 0.5]-s analysis period centred at 
the time of speech stop. Again, we applied sliding windows of 0.2 s (0.1-s 
step size) duration within the analysis period. We used a baseline period 

[−1, −0.5] s relative to the speech stop. A similar strategy to identifying 
the stop activity in the speech stopping task was adopted here to test 
for significant activation during a natural finish. The magnitude of 
activation is quantified by t-value, which is taken from the maximum 
t-value among the significant sliding windows. To delineate whether 
the activity at the end of speech production is associated with regular 
motor activity, we divided the electrodes into two groups according 
to whether they have production activity in the speech stopping task, 
as shown in Fig. 1.

To compare the early stopping and the natural finish conditions 
with a similar task design, one participant performed a control task 
with a trial structure similar to that of the speech stopping task. The 
same green and red circles were used to indicate the start and stop of 
speech production. For each trial, the participant was instructed to say 
‘Monday’ to ‘Thursday’ and then stop. If the stop cue occurred in the 
middle of the production, then he or she would stop immediately. The 
time delay of the stop cue was jittered, and the range was set such that 
in approximately two-thirds of the trials, the stop cue occurred after 
the participant had stopped. These trials were considered the natural 
finish condition, as there was no abrupt stopping guided by the stop 
cue. The activity around the time of speech stop and the stop cue (using 
a similar approach as the previous analysis) was compared to the early 
stopping condition. In addition to the control task, this participant also 
performed the regular speech stopping task. The one-third of trials in 
the control task where the stop cue occurred before the participant 
finished ‘Thursday’ and the trials in the regular speech stopping task 
were considered as the early stopping condition.

Temporal correlation of stop activity
To test whether stop activity in a given electrode was more correlated 
with the stop cue or stop action, we performed single-trial timing analy-
ses. Because HGA in single trials is noisy, taking the maximum does not 
always capture the correct timing when the majority of HGA activation 
occurred. In the following analysis, we calculated the dominant activity 
time (td) and used it as an alternative measure of the peak time.

For stop action-related electrodes, we expect the activity to be 
correlated with the timing of speech stop. To identify these electrodes, 
we first aligned each trial to speech stop and calculated the average 
HGA. Our assumption is if the activity is time-locked to speech stop, 
then the average HGA should reflect the dominant activity in each trial. 
For each electrode, we performed a cross-correlation between the 
average HGA and each single-trial HGA, and identified the peak of the 
cross-correlation. The time lag of this peak (tc) indicates how much time 
offset there is between the peak of the average HGA and the dominant 
activity of a single trial. We then used a threshold to include trials with 
reasonably large peaks in the cross-correlation. This threshold was set 
at the 95th percentile of the magnitude of all cross-correlation results 
(across all analysed time lags). Only trials with cross-correlation peak 
magnitude higher than this threshold were included and were assigned 
with the dominant activity time. Dominant activity time was calculated 
based on the time lag of the peak in the cross-correlation (tc) and the 
peak time of the average HGA (ta) relative to speech stop. For exam-
ple, if the peak in the cross-correlation occurs at time lag zero, then 
the dominant activity time equals the peak time of the average HGA. 
Because the average HGA is aligned to speech stop, we convert the 
dominant activity time to be relative to the stop cue using each trial’s 
SRT. Therefore, for each included trial, td = tc + ta + SRT. ta is the same 
across trials, whereas tc and SRT are trial-specific. We then fit linear 
and quadratic models between the dominant activity time and the stop 
reaction time (the linear model is equivalent to Pearson correlation). 
If either model fit showed significance (P < 0.05) and if the correlation 
coefficient was positive for the linear model, then this electrode was 
determined as a stop action-related electrode.

To identify cue-related electrodes, we first aligned the trials to 
the stop cue and obtained the averaged HGA. We then calculated the 
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dominant activity time using cross-correlation, similar to the pre-
viously explained technique for stop action-related electrodes. In 
this case, the dominant activity time is td = tc + ta, because the average 
HGA is aligned to the stop cue already. If the standard deviation of the 
dominant activity time is smaller than 0.15 s, and the electrode is not 
stop action-related, then it is determined to be a cue-related electrode. 
Electrodes not meeting the criteria for either type of alignment were 
assigned the label of ‘other’.

To quantify the activation start time relative to the time of speech 
stop (Fig. 3f), we aligned the HGA to the speech stop and used sliding 
windows (0.2-s duration, 0.1-s step size) within a [−0.5, 0.5]-s period cen-
tred at speech stop. Similar to the previously described methodology, we 
tested whether each of these windows had a significant increase in HGA 
compared to the baseline period ([−0.5, 0] s relative to the stop cue). We 
used the centre of the window that had the earliest significant activation 
(P < 0.05 for paired two-sided t-test) as the activation start time. Multi-
ple comparisons were controlled by an FDR correction for each sliding 
window across electrodes within each participant at a q-level of 0.05.

Low-frequency activity
Beta-band activity was used to compare early stopping and natural 
finish conditions. To extract beta-band activity, the raw signal from 
each electrode was first notch-filtered to remove line noise and then 
zero-phased-filtered (using the ‘filtfilt’ function in MATLAB) between 20 
and 30 Hz. The analytic amplitude of the signal was next computed by 
taking the Hilbert transform on the filtered data. The analytic amplitude 
was then z-scored using periods of silence as the baseline. This analytic 
amplitude was used for the remainder of the analyses. To test if an elec-
trode had a significant increase in beta-band activity during stopping, we 
compared the mean amplitude in an analysis window [0, 0.5] s relative to 
the time of speech stop to that in a baseline window [−0.5, 0] s relative to 
the stop cue. Such intervals were chosen based on previous studies on 
beta suppression during motor actions85,86. Significance was determined 
using a paired two-sided t-test with FDR correction at a q-level of 0.05.

Comparison between midword and end-of-word trials
We labelled the production in each trial for whether the ending word 
was completed. If speech stopped before finishing the entire word, the 
trial was labelled as a midword trial. Otherwise, it was labelled as an 
end-of-word trial. We only included electrodes with stop activity but 
no production activity to avoid potential confounding from signals 
reflecting any specific modulation to articulators during stopping. We 
compared the average HGA aligned to the speech stop between the two 
types of trial using a cluster-based permutation rank-sum test. We used 
N = 1,000 permutations and a total of one cluster as parameters. The 
cluster-based permutation test corrected for multiple comparisons 
when performing timepoint-by-timepoint comparisons between the 
two types of trial. To visualize the size of the stop type effect (Fig. 4c), 
we took the largest z-value of the rank-sum test within the significant 
cluster of each electrode. To characterize when the activity started to 
show the difference between the two stop types, we used the earliest 
timepoint in the significant cluster.

For the population analysis, we built a linear classifier for each par-
ticipant to predict whether a single trial was a midword or end-of-word 
trial. Specifically, we used the average HGA within a 0.2-s window cen-
tred at speech stop from all stop electrodes without production activ-
ity. We used an L1-regularized logistic regression for the classifier. We 
performed 500 repeats, each time randomly picking 70% data as the 
training set (30% as the testing set), to obtain the mean and 95% CI of 
the performance. We used the area under the receiver operating char-
acteristic (ROC) curve (AUC) to quantify the classifier performance.

Encoding of AKT
We followed similar steps as described previously30 to fit the 
AKT-encoding model for the frontal and parietal electrodes using a total 

of 13 features. We used an acoustic-to-articulatory inversion (AAI) algo-
rithm87 to obtain the x and y coordinates of six vocal tract points during 
speaking. These vocal tract points included the tongue dorsum, tongue 
body, tongue tip, lower incisor, upper lip and lower lip. We also included 
the fundamental frequency (F0) which represented the laryngeal fea-
ture. F0 was calculated using the ‘pitch’ function in MATLAB on voiced 
phonemes. In the other part of the speech, F0 was set to zero. HGA of 
each electrode was fit with a linear encoding model that predicted the 
HGA as the convolution of articulator kinematics (13 dimensions) with 
a temporal filter (Fig. 5b). We chose a filter width of 0.5 s, given results 
from the previous study30. The model was fit using ridge regression on 
a training set composed of 80% of the data. The ridge parameter was 
evaluated with a 20-way bootstrap procedure based on the training set 
for each electrode. The final ridge parameter was chosen as the optimal 
value using the average across all electrodes. Pearson’s correlation coef-
ficient r, calculated between the model predicted activity and the actual 
HGA, was used to evaluate the model fit based on a testing set composed 
of the remaining 20% of the data. Electrodes with a strong encoding  
of AKT features were determined as those with r > 0.2.

Granger causality
To quantify the functional connectivity between brain regions, we 
calculated the Granger causality (GC) for pairs of electrodes using the 
MVGC toolbox88. Raw signals were first notch-filtered to remove line 
noise and then used in the GC analysis. We used the autoregressive inte-
grated moving average (ARIMA) model to pre-whiten the signal to meet 
the stationarity requirement89. A Kwiatkowski–Phillips–Schmidt–Shin 
(KPSS) test was then applied to confirm the signal was stationary. We 
computed GC in the frequency domain between each electrode pair 
from target regions. We took the maximum GC across the frequency 
spectrum as the GC between the electrode pair. To test whether an 
electrode pair had significant functional connectivity, we shuffled data 
across trials and calculated GC on the shuffled data to obtain a ‘null dis-
tribution’ (N = 500 permutations). Electrode pairs with GC values within 
or larger than the top 0.2% of the null distribution were considered 
significant and included in the analysis. We repeated the calculation in 
three time windows: a baseline window [−0.5, 0] s relative to the stop 
cue, and window 1 [0, 0.5] s and window 2 [0.5, 1] s relative to the stop 
cue. To compare whether there was a change in GC across electrode pairs 
between brain regions, we plotted the mean and standard error of all 
significant electrode pairs across the three windows. We used repeated 
measures ANOVA with post hoc analysis to find a significant change 
in GC between the windows (P < 0.05). To test whether midword and 
end-of-word trials showed a difference in functional connectivity, we 
restricted the calculation of GC on midword trials and on end-of-word 
trials, respectively, using the participants with enough midword trials.

Stopping of hand movement
We excluded all trials where hand stopping occurred before the stop 
cue. We followed the same sliding window-based strategy as in the 
speech stopping task to identify the stop activity and the activity dur-
ing hand movement. For each electrode, we compared the stop activity 
between the speech and hand movement tasks. We defined a selectivity 
index as (tspeech − thand)/(tspeech + thand), where tspeech is the t-value of the  
stop activity for speech and thand is the t-value of the stop activity for 
hand movement. If there was no significant stop activity for either 
modality, the corresponding t-value was set to zero. This index normal-
ized the difference of activity to a range of [−1, 1]. An selectivity index 
of +1 indicated that the electrode only showed stop activity in speech, 
and a selectivity index of −1 indicated that the electrode only showed 
stop activity in hand movement.

Electrocortical stimulation and speech arrest
Participants underwent electrocortical stimulation (ECS) as part of the 
clinical procedures to map functional areas critical for sensorimotor 
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and language processing. This procedure provided an opportunity 
to compare the recorded neural activity (for example, stop activity) 
during tasks with stimulation effects using the same electrodes. Bipo-
lar current stimulation was delivered through a pair of electrodes 
by a clinical stimulator (Nicolet Cortical Stimulator, Natus Medical 
Incorporated; Fig. 7b). We used stimulation current characterized by 
a biphasic pulse train, typically with 50-Hz frequency, 2-s duration and 
2–6-mA amplitude. Participants were instructed to count continuously 
or recite the days of the week, and stimulation was delivered during 
this ongoing process. The amplitude of the current was first set to be 
2 mA and gradually increased to probe whether stimulation affected 
speech production, induced sensation or generated motor output. 
Speech arrest sites were tested multiple times to confirm the findings.

The calculation of stop activity and production activity was per-
formed in the same way as previously described. The pre-speech activ-
ity is the activity between the go cue and speech production onset. 
Here, we used the same go activity as described before. To delineate 
which neural function is most likely to be associated with the stimula-
tion effect, we fit linear mixed-effect logistic regression models to 
predict whether stimulation at a single electrode induced an effect 
being tested, using the ‘fitglme’ function in MATLAB. We built two 
separate models to test speech arrest and speech error/orofacial effect, 
respectively. Stimulated electrodes within certain anatomical regions, 
regardless of effect, were included in the models. When calculating 
each type of neural activity (stop, pre-speech and production activity), 
electrodes were included if they showed this type of activity, regard-
less of whether they showed activity of other types. The same set of 
electrodes were used for the two models. In the speech arrest model, 
the outcome was 1 if there was speech arrest induced. The outcome 
was 0 if there was speech error/orofacial effect, other non-speech or 
orofacial effect (for example, limb movements) or no effect. In the 
speech error/orofacial effect model, the outcome was 1 if there was 
a speech error or orofacial effect induced, and 0 otherwise. We used 
the three types of neural activity (stop, pre-speech and production 
activity) as fixed effects and the participant ID as a random effect. For 
each type of neural activity at each stimulated electrode, we averaged 
the activity t-value of that type across electrodes surrounding it within 
a radius of 6 mm (that is, nine electrodes total). If an electrode showed 
significant activity, the actual t-value was kept and used. If an electrode 
did not show significant activity, the t-value was set to zero for the 
averaging. Significance in model coefficients was used to suggest the 
contribution of the corresponding neural function to the stimulation 
effect. To ensure that the significance of neural activity did not bias 
the model results, we also fit the models using the averaged activity 
t-value without setting the t-value of non-significant electrodes to 
zero. In this case, we excluded a few electrodes that did not pass FDR 
correction, to avoid being contaminated by the large t-values of these 
electrodes. For the middle and ventral clusters, we fit separate models 
using stimulation sites within each of the two regions, respectively. For 
the two-dimensional (2D) density map (Extended Data Fig. 8a–c), the 
location of electrodes was projected onto the anterior–posterior and 
dorsal–ventral axes. The 2D heatmap showing the electrode density 
was then overlaid on the 3D brain mesh.

For an independent cohort of patients, we performed ECS during 
intra-operative mapping. These patients underwent ECS to identify 
essential sensory, motor and language sites located in the lateral por-
tion of the LH. ECS took place after craniotomy, during which patients 
were gradually awakened by reducing their sedation. Stimulation was 
performed using a clinical stimulator (Ojemann Cortical Stimulator, 
Integra LifeSciences) with typical settings (60 Hz, bipolar, biphasic, 
1-ms pulse width). The stimulation threshold (range = 1.5–4.5 mA) 
was titrated on a per-patient basis to achieve the maximum possible 
stimulation current without causing after-discharges as determined by 
intra-operative ECoG. Patients were instructed to count slowly from 1 
to 30 or recite the days of the week or months of the year. Stimulation 

was administered by the surgeon during the counting or recitation 
process. When stimulation was found to disrupt speech at a given cor-
tical site, the site was stimulated non-consecutively at least two more 
times, although the error replication protocol varied for a minority of 
patients. During ECS, the surgeon typically demarcated the locations 
of sensory, motor and language sites with sterile paper tags. ECS map-
ping was video-recorded (including capturing both the exposed brain 
and, with a second camera, the patient’s face) for later neuroanatomical 
co-registration and behavioural analysis. During data analysis, these 
videos were annotated to identify precise neuroanatomical loci on a 
given patient’s brain for each stimulation site. The stereotactic coor-
dinates and gross anatomical region of interest for each stimulation 
site were recorded and registered as coordinates on a standardized, 
average brain using a custom MATLAB script by a trained neurologist 
blinded to the stimulation effect observed at each site.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this Article.

Data availability
The data that support the main findings of this study are available via 
Zenodo90 at https://doi.org/10.5281/zenodo.14512660. Raw data are 
available from the corresponding author upon request.

Code availability
The code used for data analysis in this study is available via Zenodo91 
at https://doi.org/10.5281/zenodo.14513144.
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Extended Data Fig. 1 | Characteristics of speech production and stopping 
for individual participants. (a) Stop reaction time (SRT). In each panel, SRTs 
for individual trials are shown on the left, and the distribution is shown on the 
right. Red dots: excluded outliers with long SRT. Blue dots: excluded trials with 
SRT < 0.1 s. Blue horizontal bar: median SRT for included trials. The number of 
included trials (N) is labeled on top of each panel. (b) Distribution of the gap 

time between utterances. Black horizontal bar: median. The number within the 
parentheses below each participant ID indicates the number of samples for that 
participant. (c) Distribution of the duration of utterances. Black horizontal bar: 
median. The number within the parentheses below each participant ID indicates 
the number of samples for that participant.
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Extended Data Fig. 2 | Neural activity after the go cue. (a) Similar format as  
Fig. 1c. Example electrode (e4) showing increased activity (mean ± s.e.m.) after 
the go cue (go activity). The location of this electrode is indicated in (c). (b) Top: 
Venn diagram showing the number of electrodes with go activity, stop activity, 
and both. Bottom: Venn diagram illustrating the number of stop electrodes 
(pink), defined as electrodes showing significant stop activity and their stop 
activity is significantly larger than the go activity. The number of stop electrodes 
with and without significant go activity is indicated, respectively. (c) Similar 

format as Fig. 1d. Location of electrodes showing go activity, with stop electrodes 
and electrodes showing production activity excluded. Color intensity indicates 
the magnitude of activity (t-value). Gray dots indicate the electrode coverage.  
(d) Similar format as Fig. 1f. Scatter plot of stop and go activity magnitude, 
including electrodes showing significant stop or go activity. Each circle indicates 
a single electrode. Turquoise: electrodes showing go activity but not stop 
activity. Light orange: electrodes showing stop activity but not go activity. Gray: 
electrodes showing both types of activity.
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Extended Data Fig. 3 | Location of electrodes showing activation during 
speech production and stopping in each participant. The spatial location of 
stop electrodes and electrodes showing activity during production (colored 
circles) in each participant. Color intensity indicates the magnitude of activity 

(t-value). Orange: stop electrodes with no production activity. Purple: stop 
electrodes with production activity. Green: electrodes with production activity, 
excluding stop electrodes. Gray dots indicate the electrode coverage. LH: left 
hemisphere. RH: right hemisphere.
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Extended Data Fig. 4 | High-gamma and low-frequency activity during early 
stopping and high-gamma activity during natural finish. (a) Heatmaps 
illustrating the averaged activity across trials for each electrode in Fig. 2b (top) 
and Fig. 2d (bottom). Each row indicates one individual electrode, with the 
same electrode order in the left and right panels. Black dots to the right of the 
heatmap indicate significant stop activity. (b) Schematic of the control task. 
The participant was instructed to say “Monday” through “Thursday” and then 
stop even if the green circle was still shown. In most trials, the red circle (stop 
cue) occurred after the participant had stopped. (c) Scatter plot of high-gamma 
activity magnitude during early stopping (ES) and natural finish (NF) for all 

electrodes showing stop activity in either condition (N = 1 participant tested in 
the control task, regardless of production activity). Activity in the NF condition 
is aligned to the stop cue. Each marker indicates a single electrode. (d) Similar 
format as (c), activity in the NF condition is aligned to speech stop. (e) The spatial 
location of electrodes showing beta-band activation during stopping for all 
participants (N = 12 participants in the speech stopping task, excluding S13 who 
mainly performed the control task). Color intensity indicates the magnitude 
of activity (t-value). Gray dots indicate the electrode coverage. The white circle 
indicates the example electrodes shown in Fig. 2e.
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cue related, and other activity. (a) Similar format as Fig. 3a, c, example  
electrode showing stop activity not correlated to either stop action or stop cue 
(referred to as “other”). (b) Location of electrodes belonging to the three types. 
The black-and-white circles indicate the location of example electrodes shown in 
Fig. 3a–d and in (a). (c) The proportion of electrodes found in each brain region. 
PrCG: precentral gyrus; PoCG: postcentral gyrus; IFG: inferior frontal gyrus;  

MFG: middle frontal gyrus; Parietal: parietal cortex; STG: superior temporal 
gyrus. (d) Stop activity from each participant grouped by the types. Gray curve: 
normalized activity from individual electrodes. Thick colored curve: averaged 
activity from all electrodes within individual participants (S1-S12) and for all 
participants (rightmost column). Downward triangles indicate the peak time of 
the smoothed data shown in the colored curve.
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Extended Data Fig. 6 | Spatial location of stop electrodes and electrodes showing strong encoding of AKT features in each participant. Similar format as  
Fig. 5c. Red: stop electrodes. Green: electrodes with strong encoding of AKT features (r > 0.2). Only a few stop electrodes also showed strong encoding of AKT features, 
indicated by red circles with green borders.
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Extended Data Fig. 7 | Granger causality between electrode groups. (a) Similar 
format as Fig. 5f. Granger causality between groups of stop electrodes and AKT-
encoding electrodes (mean ± s.e.m.), characterized before and after the stop cue. 
PMC: stop electrodes in the lateral premotor cortex, including the precentral 
gyrus, IFG, and MFG. AKT: AKT-encoding electrodes without stop activity.  
SMG/STG: stop electrodes in the supramarginal gyrus and the superior temporal 
gyrus. Medial: stop electrodes in medial cortical regions. B: baseline window 
[−0.5,0]s, W1: window 1 [0.0.5]s, W2: window 2 [0.5,1]s. Square brackets indicate 
significant differences between pairs of windows (adjusted p = 0.007, 0.011 for 
W1-W2 comparisons in the left and right panels, repeated measures ANOVA, post 
hoc analysis using paired two-sided t-test with the Bonferroni corrections).  
A horizontal line indicates significant differences across the three windows, but 

post hoc analysis did not reveal any pair-wise difference (p = 0.015, repeated 
measures ANOVA). (b) Comparison of Granger causality between midword and 
end-of-word trials, based on the same data in Fig. 5f and (a). Square brackets 
indicate significant differences (p < 0.001 for W1 and W2 comparisons in the 
upper left and upper middle panels, p = 0.006 for W2 comparison in the upper 
right panel, p < 0.001 for W1 comparison in the bottom left panel, p = 0.002 for 
W2 comparison in the bottom left panel, p < 0.001 for W1 and W2 comparisons 
in the bottom middle panel, two-sample, two-sided t-test). In the bottom right 
panel, no data point is shown for midword trials as there was no significant 
Granger causality found between any pairs of electrodes from PMC to medial 
regions.
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Extended Data Fig. 8 | See next page for caption.
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Extended Data Fig. 8 | Comparison of the location of stimulation sites and the 
three types of activity. (a) Left: 2D density map of lateral electrodes with stop 
activity but no pre-speech or production activity, shown on an average brain, 
overlaid with speech arrest sites (top) and speech error/orofacial effect sites 
(bottom). Middle: 2D density map of lateral electrodes with pre-speech activity 
but no stop or production activity, overlaid with the same stimulation sites as in 
(a). Right: 2D density map of electrodes with production activity but no stop or 
pre-speech activity, overlaid with the same stimulation sites as in (a). (b) Similar 
to the left column in (a), the same density map of stop activity, overlaid with 
speech arrest sites (top) and speech error/orofacial effect sites (bottom) found 
in a separate dataset of intra-operative mapping. Note that the postcentral gyrus 
may not be as often stimulated intra-operatively as the precentral gyrus and 
inferior frontal gyrus. (c) Similar format as (a), for the medial side electrodes. 
(d) Similar format as Fig. 7c, speech arrest sites (left) and speech error/orofacial 
effect sites (right) overlaid on the activation map on the medial side. (e) Related 
to Fig. 7d, coefficients for the model predictors (mean ± 95% confidence interval) 
when the predictors are calculated based on averaged t-value without setting 

the t-value of non-significant electrodes to zero (speech arrest model, middle 
cluster, fixed effect: βStop = 0.55, t(209) = 3.61, p < 0.001, two-sided t-test, 95% 
confidence interval (CI) = [0.25, 0.85]; βPre-speech = 0.09, t(209) = 0.63, p = 0.529, 
two-sided t-test, 95% CI = [-0.19, 0.37]; βProduction = 0.14, t(209) = 1.19, p = 0.237, two-
sided t-test, 95% CI = [-0.09, 0.37]). The results are largely the same as Fig. 7d,  
except that for the middle cluster, both stop and production activity had a 
significant effect on predicting speech error/orofacial effect (speech error/
orofacial effect model, middle cluster, fixed effect: βStop = 0.37, t(209) = 2.62, 
p = 0.009, two-sided t-test, 95% CI = [0.09, 0.65]; βPre-speech = 0.13, t(209) = 0.60, 
p = 0.548, two-sided t-test, 95% CI = [-0.29, 0.54]; βProduction = 0.67, t(209) = 4.34, 
p < 0.001, two-sided t-test, 95% CI = [0.36, 0.97]; ventral cluster, fixed effect: 
βStop = -0.003, t(127) = -0.02, p = 0.986, two-sided t-test, 95% CI = [-0.30, 0.30]; 
βPre-speech = -0.32, t(127) = −1.57, p = 0.120, two-sided t-test, 95% CI = [−0.72, 0.08]; 
βProduction = 0.51, t(127) = 3.98, p < 0.001, two-sided t-test, 95% CI = [0.25, 0.76]). 
However, the coefficient of production activity is higher than that of stop activity, 
suggesting that production activity had a stronger contribution to speech error/
orofacial effect than stop activity.
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